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• ManipVQA enhances MLLMs 
for robotics manipulation 

⚬ Expands existing datasets with 
GPT-4 augmentation 

⚬ Fine-tuning for balance 
between general vision and 
manipulation-specific tasks 

⚬ It enables recognition of objects 
affordances and physical 
properties
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Thank you!

For more technical details and 
evaluation results, please refer 

to the original paper 


